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Relational-Regularized Discriminative Sparse
Learning for Alzheimer’s Disease Diagnosis
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Abstract—Accurate  identification and  understanding
informative feature is important for early Alzheimer’s
disease (AD) prognosis and diagnosis. In this paper, we
propose a novel discriminative sparse learning method with
relational regularization to jointly predict the clinical score
and classify AD disease stages using multimodal features.
Specifically, we apply a discriminative learning technique to
expand the class-specific difference and include geometric
information for effective feature selection. In addition, two
kind of relational information are incorporated to explore the
intrinsic relationships among features and training subjects
in terms of similarity learning. We map the original feature
into the target space to identify the informative and predictive
features by sparse learning technique. A unique loss function is
designed to include both discriminative learning and relational
regularization methods. Experimental results based on a total
of 805 subjects [including 226 AD patients, 393 mild cognitive
impairment (MCI) subjects, and 186 normal controls (NCs)]
from AD neuroimaging initiative database show that the
proposed method can obtain a classification accuracy of 94.68 %
for AD versus NC, 80.32% for MCI versus NC, and 74.58% for
progressive MCI versus stable MCI, respectively. In addition,
we achieve remarkable performance for the clinical scores
prediction and classification label identification, which has
efficacy for AD disease diagnosis and prognosis. The algorithm
comparison demonstrates the effectiveness of the introduced
learning techniques and superiority over the state-of-the-arts
methods.

Index  Terms—Alzheimer’s
discriminative sparse learning,
regularization.

disease  (AD)
feature selection,

diagnosis,
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I. INTRODUCTION

LZHEIMER’S disease neuroimaging initiative (ADNI),
funded by NIH in 2003, has received ever increasing
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attention for onset prediction and progression modeling of
Alzheimer’s disease (AD) and its early stage, e.g., mild cog-
nitive impairment (MCI) [1]. The initiative was designed
to expedite the scientific neuroimaging data evaluation [e.g.,
magnetic resonance imaging (MRI), positron emission tomog-
raphy (PET), and cerebrospinal fluid (CSF)] [2]. Making
a definite diagnosis of AD patients requires an invasive biopsy,
which is quite expensive and inconvenient. In this regard, it is
of vital importance to identify sensitive and specific biomark-
ers for early AD progression assessment and monitoring of
new treatments. Also, it is critical to develop an automatic
diagnosis tool for possible early treatment due to the financial
and psychological burden of AD. As a result, many machine
learning methods and pattern analysis of AD-related patholo-
gies have been proposed to address this issue. Since various
neuroimaging modalities (e.g., MRI and PET) can provide
complementary information, they have been widely applied
in AD study [2]-[8].

Feature selection, i.e., finding effective biomarkers, is
important for AD diagnosis and prediction [2]-[5], [9]-[15].
Recent studies have demonstrated feature selection has the
capability of overcoming dimensional curse issues after
removing the indistinctive features [16]-[25]. To this date,
numerous attempts have witnessed to identify the disease-
related and informative features for class label identifica-
tion and clinical score prediction [2]-[7], [26]. For instance,
Zhang and Shen [2] proposed a multitask sparse learning
method for feature selection method to predict clinical scores
and identify disease status, and showed that such a joint learn-
ing could obtain better performance than performing them
separately. Zhu et al. [5] also showed that the considera-
tion of information inherent in observations was helpful to
improve final AD diagnosis results. However, most meth-
ods are with simple vector stacking, and they degrade the
performance due to ignorance of the underlying relational
information included in the samples and imaging data. By
contrast, manifold learning-based method, including the com-
plementarity of the heterogeneous features and samples have
shown boosted performance in both classification and regres-
sion tasks [2]-[5], [27]-[29]. Inspired from it, we develop
a relational regularized sparse learning method, which take
their feature and subject inherent information into considera-
tion. Specifically, feature and subject relational information
are integrated in a least squares regression (LSR) frame-
work using /> 1-norm to investigate the underlying relationship.
Using the relational characteristics and />, norm on the
weight coefficients, a novel objective function is devised
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to identify the informative feature for joint regression and
classification.

In spite of these attempts, it is known that discrimina-
tive learning [30]-[36] via distance expanding among various
classes fails to be considered in AD diagnosis. Intuitively,
this technique can achieve a better classification performance
than the conventional sparse learning techniques. For exam-
ple, feature selection based on a discriminative LSR (DLSR)
model proposed by Xiang et al. [31] introduced an e-dragging
strategy via slack variable ¢ to expand the distances and inte-
grate geometrical information between data points. In [33],
a marginal scalable DLSR (MSDLSR) learning for homo-
geneous feature selection is proposed to improve the DLSR
method. Joint structured sparsity norms, row sparsity, and
column sparsity are integrated in the MSDLSR framework.
In [35], the DLSR method is further extended to incor-
porate the structured sparsity and multimodal information.
This method was shown to outperform the traditional DLSR
method since it incorporated distance learning. Inspired
by [31] and [33]-[35], a new DLSR framework for feature
selection is developed to take the internal relational informa-
tion in the observations into account. Different from previous
work [31], [33]-[35], we incorporate relational information
for regularization. Specifically, we first expanded class dis-
tance via e-dragging method (i.e., the DLSR framework)
to discriminatively learn the label characteristics, and then
embedded the relation information into the DLSR frame-
work. The motivation behind this is that the DLSR enables
to effectively select the informative feature in a discriminative
way, while the regularization terms enable to impose relation
information for performance boosting.

Apart from the above-mentioned approaches, there are
numerous attempts to develop feature selection techniques
for joint regression and classification in AD diagnosis
and prognosis [2], [4], [S]. For example, the relationship
learning-based methods utilizing Laplacian score and Fisher’s
score as the selection criteria have attracted numerous
interests [4], [5], [29]. Recently, great success has been wit-
nessed to find the informative feature jointly via simultaneous
multitask learning. To our best knowledge, previous meth-
ods usually conducted feature selection first, and then built
regression or classification models. Different from the previous
study, our joint AD/MCI regression and classification frame-
work is developed in a discriminative way using relational
information.

In this paper, we develop a feature selection method for
joint regression and classification via discriminative sparse
learning and relational regularization. We propose a novel
loss function, which not only expands the distance to get the
geometrical information, but also makes use of the inherent
information in the observations. The relation information con-
tained in the loss function is imposed to preserve the similarity.
The joint similarity and discriminative learning in the novel
designed loss function can enhance the diagnosis performance.
The experimental results on ADNI baseline dataset with
805 subjects show the efficacy of the proposed brain disease
diagnosis and prognosis method. The achieved encourag-
ing classification and regression performance demonstrates
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Fig. 1. Typical sample slices after preprocessing. (a) AD of MRI modality.
(b) AD of PET modality. (c) MCI of MRI modality. (d) MCI of PET modality.
(e) NC of MRI modality. (f) NC of PET modality.

the superiority and advantages of our proposed simple yet
effective method.

II. METHODOLOGY

Fig. 2 illustrates our proposed method for joint AD/MCI
classification and regression. We can see from Fig. 1 that
our method includes three main contributions: 1) multimodal
feature extraction for joint prediction and regression; 2) dis-
criminative learning by e-dragging strategy; and 3) relational
regularization by feature and subject similarity learning. We
will explain all the steps in detail in the following sections.

A. Subjects and Image Processing

We select the public available ADNI dataset to illustrate the
proposed method. We adopt the ADNI general eligibility crite-
ria detailed in the following. ADNI subjects are aged between
55 years and 90 years. We adopt the same general inclu-
sion/exclusion criteria, namely: 1) the range of MMSE scores
of healthy subjects is 24-30, nondemented, nondepressed, and
non-MCI; and 2) MMSE of MCI subjects is also ranged from
24 to 30, which meets the National Institute of Neurological
and Communicative Disorders and Stroke, and the AD and
Related Disorders Association criteria for probable AD. The
written informed consent are given from all study subjects at
the time of enrollment to collect imaging and genetic sample
by completing questionnaires approved by each participating
site institutional review board.

We first perform preprocessing for all the studied sub-
jects. Specifically, the T1-weighted MRI brain images was
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Fig. 2.

Tlustration of flowchart of the proposed method (Note that large square in different colors denotes different features in various data, triangle means

subject—subject relationship in two different classes, circle represents feature—feature relationship in two different classes, and rectangle means the label space

in two different classes).

first registered by HAMMER [37], and then applied inten-
sity normalization, skull-stripping, and cerebellum removing.
The skull stripping is performed to clean skull. The cere-
bellum is removed by mapping a labeled atlas to the skull-
stripped image. The segmentation is then applied to segment
the brain images into three tissues [i.e., white matter, gray
matter (GM), and CSF] by the FAST method [38]. After
segmentation, the brain image is nonlinearly registered with
a HAMMER tool [37]. In fact, we perform a two-step reg-
istration. Namely, the first step is the linear alignment, and
the second step is the nonlinear registration from HAMMER,
which is a standard pipeline in various publications and
widely applied [2]-[5], [13], [29]. The template used in our
scheme is Jacob template [2]-[5], [13], [29]. The total region
of interest (ROI) number in our template is 93. For the pre-
processing PET data, we further apply linear registration with
9 degree of freedom from T1 to PET, so that the ROIs in
T1 space could be propagated to PET data. Mean intensity
of the aligned ROIs in PET images is used as features. Each
subject is divided into multiple 93 ROIs by atlas warping, and
volume of GM tissue of each ROI is extracted as a feature. To
visualize the processing, Fig. 1 provides the typical MRI and
PET slices belonging to different classes (AD, MCI, and NC).
In fact, our preprocessing and feature extraction from ROI
regions have been widely applied in the literature. Similar to
the study in [2], we normalized the features.

B. Notation

To be consistent in this paper, matrices are denoted by the
capital bold letters, vectors are represented by small bold let-
ters, and the regular variables are denoted by nonbold letters.

For F-dimensional feature vector in the baseline data, the
data of S subjects is represented by X € RS*F, In this paper,
we concatenate all the modalities together, as a result, the
total dimension of feature vector is 189 (note that the fea-
ture dimension for CSF modality is 3 in this paper). The uth
row vector and vth column vector of X are represented by x,
and x”, respectively. C categories of labels for S subjects are
denoted as Y = R5*C. W € RF*C is the set of weight matri-
ces to transform from the original features to label space. Our
objective is to develop the classification and regression model
to identify the labels and clinical scores using multimodal
data. To establish the learning model for the data analysis
task, the response variables Y are assigned in each class label
for classification. Namely, in matrix X, each subject’s features
are put as a row to get the weight coefficients in each W.
Accordingly, we are able to obtain the corresponding clinical
scores in each Y. For classification task, it is expected that
the distance between data points in the same class is as small
as possible, while the distance between different classes is as
large as possible after mapping.

C. Feature Learning and Modeling

For feature selection, sparse learning is quite effective to
address this regression problem. It is known that linear regres-
sion was one of the simplest and widely used regression
analysis methods. The popularly applied linear regression
via regularization can be addressed as an LSR optimization
problem as

min 1Y — XWIIZ + A WII3 (D
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where ||I||% denotes the Frobenius norm of the matrix, ||I||%
is [, norm, and A is a regularization parameter.

In a continuous observation, using a class label is desired
within two-class problem. It is noted that a label vector is man-
ually assigned with “+1/—1" for two-class problems. For AD
diagnosis, it is always desirable that the geometrical distance in
different classes should be as large as possible. For this classi-
fication task, integrating geometrical information via distance
learning is quite effective. However, the previous LSR does
not include any geometrical information. To address it, we
investigate expanding the distance for feature selection among
different classes. Since the LSR framework lacks of the charac-
teristics of discriminative learning, it is desirable to incorporate
this geometrical information for learning in both classification
and regression tasks. For this purpose, the conventional least
squares model is extended to DLSR for feature selection. To
this end, the DLSR framework is designed to consider the geo-
metrical distance among different classes [31]. DLSR without
bias parameter is defined as

min Y +BOP— XW||Z + AW/ 2)
s.t};EO

where © is a Hadamard product operator of matrices, P €
RS*C is a non-negative matrix and its element p; j 1s a positive
slack value ¢;; on the ith subject and jth class obtained by
learning, B € RS*C is a constant matrix defined as

+1,

if yi=j
iy (3)

otherwise.

Each element in B is a constant corresponding to the geo-
metric direction. Namely, the dragging elements are recorded.
Since our learning technique includes multimodal data, we
further extend the DLSR framework to incorporate it as

M
min 3 IY+BOP—xuWIE + AWy @)

s.t‘lsz() m=1

where |[B|, | is a [ 1-norm, which is defined as [[W|,; =
Zf;l [lwillo, w; is the ith row vector of W. DLSR uses a /3 |
norm loss function to avoid the impact of the outliers. DLSR
can uncover the correlation among different features and
jointly select features for multiple tasks. Moreover, the DLSR
was designed to achieve the minimal difference between Y
and B © P. It can also enlarge the between-class distances
among subjects in different classes. That is, we expect to
obtain the optimal P so that the value of p; j should be 1 + ¢&;;
for the sample grouped into the same class and —¢; ; for the
sample grouped into different class. Accordingly, the between-
class distance (i.e., the distance between two classes) will be
enlarged, which enables to achieve discriminative learning of
different classes based on multimodal data.

However, the DLSR did not consider any relationships
among the observations, which had been shown to boost
the AD diagnosis performance [4], [5], [29]. In this paper,
predefined brain areas of ROIs are functionally or structurally
related to each other, so it is natural to expect that there
exist relations among features and subjects. Different from
the previous study, novel regularization terms are devised
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for effective utilization of inherent information. Based on
the conclusion that a well-defined regularization term may
produce a generalized solution to boost the classification
performance [4], [5], [29], in this paper, we first formulate
regularizations to include two kinds of relation information
inherent in observations under the assumption that, if some
features (or subjects) are related to each other, the same (or
similar) relation should be preserved in the corresponding
weight coefficients. Since the least squares solution still has
the over-fitting issue, we use the regularization method to find
a more generalized solution. In the literature, numerous regu-
larization terms have developed to find a generalized solution
from a machine learning point of view. For our task, we devise
two novel regularizers via Laplacian matrices and graphs to
obtain the similarity in the local structures. In the rest of this
section, we will explain it in details and discuss all its char-
acteristics. We then integrate these regularization terms into
the discriminative learning framework (i.e., DLSR). Aiming at
boosting AD diagnosis performance by identifying the most
useful features based on the optimal regression matrix W, we
devise our loss function as
M

min Y [Y+BOP—xu, Wi + AWl + 2R (W)

WP

s.tP>0m=1

+ LR (W) ()

where R; is a feature—feature relation-based regularization
term and XA; is its regularization parameter, R, is a subject—
subject relation-based regularization term and A; is its regu-
larization parameter.

Fig. 3 shows the relationship learning to map the original
representation to the target space. The motivation for the map-
ping is that ROIs extracted from a predefined brain area are
functionally or structurally related with each other since they
are from the same subject. Also, the subjects from the same
classes preserve the similarity information. If two features are
highly related to each other, the similar relation is preserved
using the respective weight coefficients, and hence feature vec-
tors of the weight coefficients are explored for regression. Due
to the correlation of ROIs, incorporating the existing mul-
tirelation information is highly desirable. Specifically, each
modality’s relation is imposed as the relation between columns
(i.e., the features) of X to be reflected in the relation between
the corresponding rows in W. When representing the same
subject, the feature in the target space is similar to each other
after mapping. To incorporate the relation, we use the widely
used graph Laplacian. Specifically, let F = {f,,,} € R"*f mea-
sure the similarity between the uth feature and vth feature of
X in the original feature space, we use a heat kernel defined as

fur = exp(=[x* = x'[) ©)

where x* is the uth column of the input data X. Based on the
similarity, we develop the first feature—feature relation-based
regularization term as

F
RIOW) = > fu|w" —w"|; (7)
1

u,v=

where w" is the uth row of W.



Mapping

Mapping
> W (%)

(b

Fig. 3. Relationship learning in terms of feature and subject information
to be mapped into the target domain. (a) Mapping via feature relationship
in different modalities (Note that different green colors mean the features in
modality 1, different blue colors denote the features in modality 2, and dif-
ferent brown colors represent the features in the modality m. The shape of
pentagon denotes the positive training class and the shape of pentagram rep-
resents the negative training class). Each class has multiple modalities. After
mapping (learning), it is easy to separate different classes in the target space
since features of the same class become closer, and vice versa. (b) Mapping
via subject relationship, where red is the positive training class and green is
the negative training class, jth and kth subject is mapped into the label space.

In addition, we incorporate subject—subject relation graph as
the second regularization term. We know that if the subjects
are similar to each other, their corresponding labels and clin-
ical scores should be also similar to each other. Subject and
subject relation is reserved in the element-wise differences of
weighting coefficients. Similar to the previous term, we use
a heat kernel to exploit the subject—subject similarities and
define the similarity between the jth and kth subject as

#ic = exp(=[x — xe[) ®)

where x; is the jth row of input X. Here, subject—subject
relation regularizer is defined as

S
ReW) = 3 i W — xeW] 3. ©)
Jk=1

Finally, we propose a discriminative sparse learning model,
along with a least-squares loss function in order to select
the most relevant and discriminant features correlated with
the actual clinical scores. The loss function would con-
trol the prediction error, while the sparsity assumption leads
to the least number of contributing features. We formulate the

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 47, NO. 4, APRIL 2017

proposed objective function in a general form as follows:

M F
S IVABOP -y Wi 21 3 fun|w —w' |}

m=1 u,v=1
S
+ 2 Y SilxW = W[5+ AW, (10)
jok=1

Because of /1 norm in (10), the optimal W contains some
zero or close to zero row vectors. /1 norm is convex, and
thus it has a global minimum solution. The corresponding fea-
tures with nonzero weights are important in both classification
and regression tasks. Hence, we rank /; norm value of each
row vector in W, i.e., ||wk||§, k=1,...,K, and then select
the features corresponding to the top-ranked rows. Note that
I 1-norm calculates the sum of the /-norm of each row of
W to render many rows to be zeros and desirable for feature
selection. Also, the nonzero rows in W are corresponding to
the informative features in subsequent learning models. We
incorporate two regularizers composed of feature and subject
relationships into a general loss function, and we call this
algorithm as relational-regularized DLSR learning (R2DLSR).
We preserve the internal information in terms of feature and
subject relations in the loss function. Both the similarity infor-
mation and discriminative learning are integrated to expand
the solution. Our method is the first study to integrate the
feature and subject information as two relational regularizers
in a discriminative learning framework, which is not easy to
solve in the current sparse models. We can solve the optimiza-
tion problem in the loss function in an alternative way [39].
We illustrate the optimization steps in detail in the next sec-
tion. By taking advantage of both local structural similarity
and relational information inherent in data, our method can
identify the most informative features for joint regression and
classification.

III. OPTIMIZATION ALGORITHM

Although our objective function is convex, it is difficult
to be solved because regularization terms are based on the
nonsmooth sparsity-inducing norms in the objective func-
tion. [p j-norm minimization is more challenging to solve
than /;-norm minimization problem. There are some previous
optimization algorithms [4], but they are too computationally
intensive to solve our problem. For this purpose, an efficient
iterative algorithm is developed.

In the similarity measurement, Laplacian graph at each time
point is built based on a diagonal matrix and formulated
as: Dy = fu,,Dy = ¢y, let Sy and S; be the summation
of the diagonal entry of Dy and Dy, respectively, then the
graph Laplacian Ly for the feature and subject space are:
Ly = Dy — Sy and Ly = D — §;, respectively. The reg-
ularization term R;(W) can be reformulated as R;(W) =
Tr(WT LyW), where Tr(l) is trace function. Similarly, we can
have R»(W) = Tr(XW)TLXW). To solve the optimization
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Algorithm 1 Iterative Algorithm to Solve the Optimization
Problem in the Relational-Regularized Discriminative
Learning for Feature Selection

Input: Baseline multimodal training data of S subjects and F dimensional
features: X € RS*F
C dimensional labels and clincial score vector of S subjects
Y e RS xC
Parameters: regularization paramters and iteration times
1:Set iteration =0 and initialize W € RF*C according to the linear
model; Initilialize P;
2:Repeat
3:Calculate Lf, Lg, and Lp, according to the above definitions;
4LetY=Y+BOP
5:Update W by solving the simple problem in Eq.(14): W, | =
A1Qn
6:Let T=XW—-Y
7:Update P by P, | =max(BOT,0),
8: r=r+1; R
9: until convergence (i.e., r<=50 or HW — W||2<10_6 )

Output:  Selected top ranked features.

problem, the objective can be reformulated as

M
min > Y +BOP—x, W[} + )\Tr(WTLDw)
Ww.P
s.tP>0m=1

o 1Tr(WTLfW) + A2Tr<(XW)TLSXW) (11)

where Lp is the Laplacian graph built based on a diagonal
matrix of W.

LetY=Y+Bo P, we can get the optimal solution of
W with fixed P, which is obtained by taking the derivative of
the objective function with respect to W and set it to 0. After
derivation, we can have the following solution:

XTX — XYT + ALpW + A LW + 1XTLXW = 0. (12)
We can further formulate this equation as

(XTX +ALp + MLy + )QXTLSX)W =xY’. (13

This equation is solvable in the closed form and rewritten as
AW =0 (14)

where A = XTX + ALp + A L; + LXTLX, Q is XY7, and
W can be obtained by solving this equation.

Similarly, we can get the optimal P by fixing W. When W
is fixed and multimodal data is integrated in X, P is solved
by optimizing the following algorithm:

min IY +BOP— XW|3. (15)

s.t.P>0
Let T = XW —Y, P can be obtained by solving the problem
mPin IT-B © P} (16)

s.t.P>0

Based on the matrix theory, the Frobenius norm of the
matrix is treated as an element by element case, we simplify
the problem into S x C subproblems, and sovle the following
problem to get Pj:

min || T;—B;; © Pi7. (17)
ij

s.t.P;>0
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Since Bjj = 1, we can get [|T; — B;P;|* = |B;P;j — Tyll*,
and hence the optimization problem is reformulated as

Pjj = maX(B,:/T,-j, 0). (18)
As a result, we can obtain P by
P=max(BOT,DO0). (19)

Based on the aforementioned mathematical derivation, we
can solve the optimization problem in an iterative way. Since
Ly, Ly, and Lp are obtained from W and dependent on W,
an iterative optimization is proposed to obtain the global
solutions W efficiently. The solution of obtaining W is sum-
marized in Algorithm 1. The iterative optimization method
updates W until the convergence of objective function has
reached. The detail of the convergence analysis can be found
in the Appendix. Based on the obtained W, we can obtain
the selected top ranked features via the relational regularized
discriminative learning.

1V. EXPERIMENTAL RESULTS
A. Experimental Setup

To show the effectiveness of our proposed method, we
carry out our experiments based on the ADNI database
(http://adni.loni.usc.edu/). A total of 805 subjects [including
226 AD patients, 393 MCI, and 186 normal controls (NCs)]
are used from ADNI database. Three hundred and ninety three
MCI patients are comprised of 167 progressive MCI (pMCI)
patients (who will progress to AD in 18 months) and 226 sta-
ble MCI (sMCI) patients (whose symptom are stable and will
not progress to AD in 18 months). Out of these 805 subjects,
more than half of them do not have PET data, and hence the
single PET modality does not use for performance compari-
son. We perform the experiments and construct a new matrix X
including all modalities such as, MRI, PET, and CSF (MPC)
to enhance the diagnostic accuracy via complementary fea-
tures. Since multiple modalities get better performance than
single modality (i.e., MRI) due to more available information,
we only report the performance with multimodal data (i.e.,
MPC) here. We obtain the average GM volumes of each ROI
extracted from multimodal data as feature. In this paper, we
jointly classify different classes (e.g., AD, MCI, and NC)
and predict the four clinical scores (e.g., ADAS-Cog, MMSE,
CDRSOB, and CDR-Global).

We adopt a tenfold cross-validation algorithm to assess both
classification and regression performance. Namely, all sam-
ples are divided into ten portions (each portion with a roughly
equal size), and samples in one portion are successively
chosen as the testing data, and the rest are utilized as the
training data. The LibSVM classifier is adopted to train the
support vector regression (SVR) and support vector classi-
fication (SVC) model by sigmoid kernel [40]. We perform
another fivefold inner cross-validation to choose the param-
eters using a line search method in the prespecified range
(e.g., A € {10719 ..., 10'9}) in the LIBSVM toolbox in each
fold. After cross-validation, we choose the parameters with the
best performance. To prevent any bias in data partitioning, we
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TABLE I
CLASSIFICATION RESULTS (%)

Classifier Method ACC SEN SPEC AUC PPV NPV F1 p-Value
Lasso 88.87+5.63  92.07+595  84.63+6.07 947543.69 87361671  92.07+5.95  89.60+5.98  <0.0001
M3T 92.50+3.82  9522+3.84  8937+6.69  96.84+2.47  9135+5.68  9522+3.84  93.15+3.68  <0.0001
M3TFS 90.53+4.06  9321+5.85  88.28+6.59  96.49+2.39  89.93+6.90  9321+5.85  91.29+4.18  <0.0001
éSD LSR 90.56+4.58  92.46+6.50  89.41+7.40  96.56+2.50  90.73+7.20  92.46+6.50  91.30+4.41  <0.0001
e DLSR 90.78+4.27  93.50+5.44  8821+6.74  96.45+2.44  89.94+6.82  93.50+5.44  91.51+4.53  <0.0001
RLSR 92.73+3.60  96.72+4.89  87.44+9.16  96.76+2.56  90.58+5.61  96.72+4.89  93.39+3.51  <0.0001
RDLSR 94.42+2.81  96.86+3.81  90.63+6.06  97.76+1.82  92.48+4.03  96.86+3.81  94.57+3.17  <0.0001
R2DLSR 94.68+2.93  97.90+2.89  91.38+5.91  97.92+1.88  92.30+5.48  97.90+2.89  94.93+3.35  <0.0001
Lasso 76.12+4.88  57.67+15.73 86.23+8.75  79.38+6.11  73.46+12.04 57.67+15.73  62.35+10.72  <0.0001
M3T 72.86+5.74  54.54+7.68  83.86+728  78.97+6.93  66.11+13.15  54.54+7.68  59.09+7.40  <0.0001
M3TFS T2.67+4.72  53.85+7.50  82.82+7.88  78.54+6.50  6520+11.77 53.85+7.50  5838+7.42  <0.0001
Ivf?l LSR 73.99+5.04 57624921  83.17+4.73  78.64+6.72  65.77+10.16 57.62+9.21  61.12+8.72  <0.0001
e DLSR 74.46+532  58.42+6.82  83.74+5.69  80.56+6.56  67.07+11.51 58.42+6.82  62.13+7.38  <0.0001
RLSR 75.07+4.42  5571+10.63 85.73+6.81  79.04+6.53  70.05+11.93  55.71+10.63  60.98+9.43  <0.0001
RDLSR 79.68+6.28  63.33+8.22  86.13+7.65  83.59+7.52  7424+10.77 63334822  68.10+8.40  <0.0001
R2DLSR 80.32+6.04  64.35+10.65 86.67+6.62  82.60+7.31  74.71+11.08  64.35+10.65 68.28+8.30  <0.0001
Lasso 6720+5.63  42.08+29.71 83.03+ 1625 66.53+11.37 58.41432.92  42.08+29.71  44.83+28.96  <0.0001
M3T 6722+598  44.85+16.16 83.73+10.36 68264930  70.42+15.70  44.85+16.16  51.87+14.99  <0.0001
M3TFS 66.96+4.04  50.88+10.43 78.87+7.83 65224630  64.57+8.84  50.88+10.43  56.01+7.67  <0.0001
Sz’fc' LSR 65.97+7.05  40.76+22.13 84.07+8.92  65.70+8.14  64.46+2635  40.76+22.13  46.78+22.99  <0.0001
wiCL DLSR 68.19+3.66  47.9249.06  83.63+8.45  69.78+6.08  68.52+13 .28 47.9249.06  55.53+8.35  <0.0001
RLSR 67.27+7.83  4027+28.53 8559+ 1240 64.89+10.03  58.95+3327 4027+28.53  44.35+29.05  <0.0001
RDLSR 72774555  46.20+21.56  87.54+835  74.53+10.76  71.33+27.50  4620+21.56  54.46+23.01  <0.0001
R2DLSR 74.58+6.12  51.31423.81  88.72+7.98  74.58+9.53  71.65+27.05 51.31+23.81 58.01+23.36  <0.0001

repeat the process 10 times. We report the final performance
after averaging the results of the repeated cross-validations.

For each binary classification task, the extracted ROI fea-
tures are mapped to the target space to get a transforma-
tion matrix for support vector machine (SVM) learning. In
each set of experiment, the regression performance is mea-
sured in terms of correlation (Corr) and normalized root
mean square error (NRMSE) of the actual and predicted
clinical scores [4]. The same definition of the quantitative
measurements as [6] for classification is utilized to eval-
uate the diagnosis performance. The performance metrics
include classification accuracy (the disease status of sub-
jects is correctly classified as the actual disease status of
the subjects in each class) (ACC), sensitivity (SEN), speci-
ficity (SPEC), balanced accuracy (BAC), positive predicted
value (PPV), negative predictive value (NPV), and F1 measure
(F1). The receiver operating characteristics curve (RoC) and
the area under RoC (AUC) are also utilized as the performance
metrics.

Our proposed R2DLSR feature selection method is adopted
to select the most discriminative features. In the following
section, RDLSR denotes our proposed method with only fea-
ture relation regularization, and RLSR denotes our proposed
method without any discriminative learning. Also, we select
the following methods for comparison since they are related
with our main contribution: discriminative learning and rela-
tional regularization.

1) Lasso [41]: Lasso is one of the most widely used feature

selection method.

2) DLSR [31]: Essentially, the proposed method is an
extension of DLSR work and uses the same dragging
technique.

3) M3T [2]: M3T is a relational-regularization related algo-
rithm, which is a special case of the proposed method
with the regularization terms setting to zeros.

4) M2TFS [4]: M2TFS fuses all the information using
a multitask learning algorithm based on multimodal
data, which is an enhanced feature selection of M3T
via relational regularization.

B. Classification Results

Table I shows the binary classification results (note that the
boldface denotes the best performance in that column). From
Table I, it is observed that the proposed algorithm gets quite
appealing classification performance in three classification
problems using seven performance metrics. Specifically, our
R2DLSR method consistently outperforms the selected algo-
rithms in AD versus MCI, MCI versus NC, and pMCI versus
SsMCI in most scenarios. The best classification performance
in our method for AD versus NC, MCI versus NC, pMCI and
SMCT are 94.68%, 80.32%, and 74.58%, respectively. The best
classification performance is mainly obtained by our proposed
R2DLSR method and superior to others in most cases. This
is mainly because that relationship guided feature selec-
tion method boosts the AD/MCI classification performance.
Compared with the traditional DLSR method, the proposed
R2DLSR and RDLSR method with the regularization terms
have achieved better performance. The superiority is mainly
because our method makes use of the relational information
for regularization. We can observe that our proposed R2DLSR
method is quite remarkable for AD/MCI diagnosis since it
consistently obtains the best performance in most scenarios. It
can be concluded that the proposed regularization terms and
discriminative learning by e-dragging are quite promising to
find the class-discriminative features. Overall, we can achieve
the competing performance by the proposed algorithm.

Fig. 4 plots the results of various methods in three classi-
fication tasks. Fig. 5 shows the corresponding ROC curves.
From Figs. 4 and 5, we can see that our R2DLSR method



LEI et al.: RELATIONAL-REGULARIZED DISCRIMINATIVE SPARSE LEARNING FOR AD DIAGNOSIS

1109

TABLE 1T
REGRESSION RESULTS

CORR NRMSE
Classifier Method ADAS-Cog MMSE CDRSOB CDR-Global ADAS-Cog MMSE CDRSOB CDR-Global
Lasso 0.70+ 0.08 0.65+0.08 0.73+0.08 0.75+0.08 0.74+0.14 0.73+0.09 0.69+ 0.08 0.69+0.11
M3T 0.70+ 0.09 0.67+0.08 0.76+ 0.06 0.76+ 0.06 0.70+0.15 0.72+0.08 0.66+0.07 0.68+ 0.09
AD M3TFS 0.71+0.10 0.65+0.09 0.76+ 0.06 0.76+0.07 0.70+0.14 0.74+0.09 0.67+0.09 0.69+ 0.09
vs LSR 0.70+ 0.08 0.65+ 0.09 0.75+0.06 0.77+ 0.06 0.71+0.14 0.74+0.08 0.67+0.07 0.68+ 0.09
NC DLSR 0.71+0.08 0.68+ 0.09 0.78+0.04 0.77+0.06 0.69+0.14 0.70+ 0.08 0.64+0.08 0.67+0.09
RLSR 0.73+0.07 0.70+0.08 0.78+ 0.05 0.77+ 0.06 0.69+0.13 0.70+0.07 0.66+ 0.08 0.67+0.10
RDLSR 0.74+ 0.08 0.72+0.08 0.80+ 0.04 0.80+ 0.05 0.68+0.14 0.67+0.13 0.62+0.07 0.62+0.07
R2DLSR 0.75+0.07 0.72+0.09 0.79+0.05 0.80+0.06 0.68+0.12 0.67+0.08 0.63+0.07 0.63+0.08
Lasso 0.46+0.11 0.36+0.10 0.41+0.10 0.47+0.11 0.90+0.07 0.95+0.09 0.96+0.10 0.93+0.08
M3T 0.49+0.11 0.37+0.10 0.38+0.10 0.46+0.13 0.88+0.08 0.95+0.09 0.97+0.11 0.91+0.08
M3TFS 0.47+0.13 0.36+0.08 0.38+0.11 0.45+0.12 0.90+ 0.08 0.96+ 0.09 0.97+0.12 0.92+0.07
l:’iCI LSR 0.45+0.13 0.37+0.10 0.38+0.12 0.45+0.13 0.89+0.08 0.95+0.08 0.97+0.11 0.93+0.07
NC DLSR 0.49+0.14 0.39+0.08 0.40+0.10 0.52+0.11 0.88+0.07 0.94+0.08 0.96+0.12 0.88+0.07
RLSR 0.51+0.12 0.42+0.08 0.44+0.08 0.48+0.12 0.87+0.08 0.93+0.09 0.94+0.10 0.91+0.07
RDLSR 0.51+0.13 0.42+0.08 0.45+0.11 0.52+0.12 0.85+0.05 0.92+0.08 0.93+0.10 0.85+0.08
R2DLSR 0.51+0.12 0.44+0.07 0.45+0.11 0.53+0.12 0.85+0.08 0.92+0.08 0.93+0.10 0.86+0.07
Lasso 0.34+0.13 0.30+0.10 0.30+0.07 NaN 0.94+0.13 0.98+0.07 0.99+0.13 0.35+0.95
M3T 0.40+0.11 0.32+0.10 0.29+0.06 NaN 0.92+0.14 0.98+ 0.05 1.01+0.13 0.36+0.95
pMCI M3TFS 0.40+0.11 0.34+0.06 0.31+0.09 NaN 0.93+0.14 0.98+ 0.06 1.01+0.13 0.36+0.95
V. LSR 0.40+0.11 0.32+0.07 0.27+0.07 NaN 0.92+0.15 0.98+0.05 1.00+0.13 0.35+0.95
sMCI DLSR 0.39+0.11 0.32+0.07 0.27+0.06 NaN 0.92+0.13 0.97+0.06 1.00+0.12 0.35+0.95
RLSR 0.47+0.12 0.33+0.08 0.33+0.07 NaN 0.92+0.15 0.95+0.05 0.98+0.12 0.35+0.95
RDLSR 0.48+0.09 0.38+0.08 0.33+0.11 NaN 0.92+0.13 0.94+0.06 0.98+0.11 0.35+0.95
R2DLSR 0.50+0.11 0.38+0.07 0.34+0.10 NaN 0.91+0.11 0.92+0.05 0.97+0.11 0.35+0.93

105 Lasso MM MST | MoTFS [N LSR [ DLSR (W ALSR N ROLSR [N R2DLSR

Classification Results(%)

Classification Results(%)

(b)

= Lesso MEMENVST [ |MOTFS [ LSR [L) DLSA [ ALSA [N FOLSR [ R2DLSR

g

Classification Results(%)

SPEC PPV

(©)

NPV F1

Fig. 4. Bar chart of three binary classification results. (a) Classification
results of AD versus NC. (b) Classification results of MCI versus NC.
(c) Classification results of pMCI versus sMCI.

achieves better classification performance than the selected
methods. Particularly, R2ZDLSR achieves the best sensitivity in
AD versus NC classification, which indicates that our proposed
R2DLSR method can effectively identify AD patients. High
sensitivity values indicate high confidence in disease diagnosis,
which is potentially quite useful in the real-world applica-
tions. Therefore, from a clinical point of view, R2DLSR is
less likely to misdiagnose subjects with diseases, in compari-
son to those listed methods. From the RoC curves, R2ZDLSR
is obviously superior to all other methods in terms of the

three classification tasks. Also, our method with discriminative
learning generally achieves better results compared with the
rest methods, which indicates that the discriminative learning
is able to boost the classification and regression performance.
The primary explanation is that the rich geometric information
of different classes is appealing for classification performance
enhancement.

C. Regression Results

Table II summarizes the clinical scores, such as ADAS-
Cog, MMSE, CDRSOB, and CDR-Global regression results.
We also provide the scatter plots of the original result and
prediction results of various scores, as can be seen in Fig. 6.
We observe that our proposed method outperforms the com-
peting methods in terms of the regression performance.

In the regression with MRI for AD versus NC, our proposed
R2DLSR method shows the best CORR of 0.75 for ADAS-
Cog and 0.72 for MMSE, 0.80 for CDRSOB and 0.80 for
CDR-Global. In the regression for MCI versus NC, our method
also achieves the best CORR of 0.51 for ADAS-Cog, 0.44 for
MMSE, 0.45 for CDRSOB and 0.53 for CDR-Global, and
the best NRMSE of 0.85 for ADAS-Cog, 0.92 for MMSE,
0.93 for CDRSOB and 0.86 for CDR-Global. For the case
of pMCI versus sMCI, our method achieves the best CORR
of 0.50 for ADAS-Cog, 0.38 for MMSE, and 0.34 for CDR-
Global, and the best NRMSE of 0.92 for ADAS-Cog, 0.95 for
MMSE, 0.98 for CDRSOB and 0.35 for CDR-Global. Note
that CORR for CDRSOB is NAN for pMCI and sMCI case.
The reason is that there are some zeros in these scores and
unpredictable.

Fig. 6 shows the scatter plot of clinical scores prediction
results using CORR metric. R2DLSR gets slightly better
performance than RDLSR. The CORR results are quite high
and have the same observations as summarized in Table II.
In addition, Fig. 7 shows CORR and NRMSE results of
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Fig. 5. RoC curves of (a) AD versus NC, (b) MCI versus NC, and (c) pMCI versus sMCI classification results.
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row is R2DLSR method and the bottom row is RDLSR method. Both methods achieve quite promising results.
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Fig. 7. CORR and NRMSE results of clinical score prediction results using various methods. (a) AD versus NC. (b) MCI versus NC. Note that the upper
row is R2ZDLSR method and the bottom row is RDLSR method. Both methods achieve good results.

clinical score prediction results using various methods. From
the comparison results, we can observe that our proposed
method gets better results than the selected methods. Two
regularization terms in the objective function result in bet-
ter performance than a single regularization. Ultimately, the
full utilization of the two relational characteristics achieves
the best performance. The method with discriminative learn-
ing generally outperforms that without it, which implies that
the discriminative learning is able to boost the regression
performance by expanding the between-class distance.

D. Competing Method Comparison

We compare our proposed R2DLSR method with the
state-of-the-arts competing method based on ADNI database.

The AD versus NC, MCI versus NC, and pMCI versus sMCI
classification results are shown in Tables III-V. R2DLSR
achieves an accuracy of 94.68%, a sensitivity of 97.9%, and
a specificity of 91.08% for AD versus NC classification, an
accuracy of 80.32%, a sensitivity of 64.35%, and a specificity
of 86.67% for MCI versus NC classification, and an accuracy
of 74.58%, a sensitivity of 51.31%, and a specificity of 88.71%
for pMCI versus sMCI classification. Note that our method
outperforms the listed competing methods in most cases. In
general, R2DLSR achieves better accuracy, sensitivity, speci-
ficity compared with the related algorithms in most scenarios.
It is worth noting that our method takes advantage of dis-
criminative learning and relational regularization in a unified
framework, and mines the similarity information from features
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TABLE III
ALGORITHM COMPARISONS FOR AD VERSUS NC CLASSIFICATION

ACC SEN SPE

Algorithm Subject Classifier ~ Modality %) ©8) (%)
Zhang et al[3]  SIAD+52NC_ SVM PET+MRI 90.6  90.5 90.7
Zhang et al. [3] 51AD+52NC  SVM PET+MRI+CSF 93.20 93.0 93.3
ﬁ‘;l]mhs e al 4gAD+66NC  SVM MRI+PET  87.6 789 938

MRI+PET+
Hinrichs et al. jgxpigeNC  SVM CSFYAPOE gy 4 867 966
[19] +Cognitive

scores
Liuetal [11] 198AD+229N  SRC MRI 90.8 86.32 94.76

C ensemble
Gray et al. Random PET+MRI+
[42] 3TADH3SNC forests CSF+ genetic 89.0 87.9 900
Liu et al. [13] 51AD+52NC  SVM PET+MRI 94.37 94.71 94.04
Min et al. [43] 97AD+128NC SVM MRI 91.64 88.56 93.85
Zhu et al. [4] 51AD+52NC  SVC PET+MRI+CSF 95.9 95.7 98.6
Sukeral.[6]  93AD+10INC MultiModal oy ppy 9535  94.6595.22
. DBM, SVM . : :
226AD+393 PET+MRI
Ours MCI+ 186 NC SVM,SVC +CSF 94.68 97.9 91.08
TABLE 1V

ALGORITHM COMPARISONS FOR MCI VERSUS NC CLASSIFICATION

) . ) ) ACC SEN SPE

Algorithm Subject Classifier Modality %) ) ()

Zhang et algoviepsoNe SVM PETIMRE: 264 818 66.0

[3] CSF

Liu et aloysnmcreaoone SRC MRI 87.85 85.26 90.4

[11] ensemble

Gray et al. PET+MRI+

[42] 75MCI+35NC Random foreStSCSF+ genctic 74.6 71.5 679

[Ll';] e al goMCrsING SVM PET+MRI  78.8  84.85 67.06

Zhu et al PET+MRI+

4] 99MCI+52NC e CSF 820  98.0 60.1

Suk et al. Multimodal

06] 24MCHIOING - P i ON PETMRI 8567 95376587
226AD+393 PET+MRI

Ours MOLL 186 NC SVMSVC  [lor 8032 64.35 86.67

TABLE V

ALGORITHM COMPARISONS FOR PMCI VERSUS SMCI CLASSIFICATION

ACC SEN SPE

Algorithm Subject Classifier Modality %) 6 (%)
T R FTRAPTP
f;‘f’:ﬁ ¢ s02MCI SVM zgg;mm 739 686 736
H;‘]e‘a" 99MCI SVM PET+MRI  67.83  67.83 70.00
lfg]‘et A el SVM MRI 7241 7212 7258
é‘;“ cral oMt ae e e ass oaa
Suk et al. [6] E?ﬁg E:ffmg PET+MRI 7592  48.04 9523
ecl“;'l‘%:g ngl:[w?cll SVM Single-atlas 7040 57.00 78.00
Zaavl‘f‘gféﬁ"s LA SVM  CSF+MRI 558 947 3738
Ours e swmsve TECMRLqasg 5131 ge)

and subjects using multiple modalities. Therefore, we achieve
a better performance than the method with single technique.

V. DISCUSSION AND LIMITATIONS

In this paper, we demonstrate the efficacy of the proposed
method via three binary classifications (e.g., the classifications
of AD versus NC, MCI versus NC, and pMCI versus sMCI)

and four clinical score prediction tasks. There are discrimi-
native learning and relational-regularization in our proposed
R2DLSR framework. It is interesting to know whether dis-
criminative learning and relational regularization strategies can
further improve the classification and regression performance.
Hence, we provide a comprehensive investigation of the
effect on the classification and regression results. In fact,
the prior information, such as subject relational information
and feature’s relation information is quite beneficial to feature
selection algorithm as well. Also, the manifold learning-based
regularization is able to guide the feature selection steps to
localize the informative and discriminative features to further
boost AD/MCI classification and regression performance. The
proposed techniques enhance both the regression and classifi-
cation performance compared with the previous study. From
the experimental results, it is clear that our method is sta-
tistically superior to the related algorithms in terms of both
clinical scores (i.e., ADAS-Cog and MMSE) prediction and
class label identification. R2ZDLSR method outperforms the
state-of-the-arts method in most scenarios. The primary expla-
nation is that the underlying structure of the original class (e.g.,
AD, pMCI, sMCI, and NC) is not quite complicated in most
cases. Also, our experimental results are consistent with the
previous studies.

Despite the promising performance achieved by the
proposed method, we still have a few limitations of our
method. First, we map the original binary learning problem
into a multitask learning problem, and investigate whether
the relational information is effective for our task. Second,
we take only the feature—feature and subject—subject rela-
tional information into consideration. It could be interesting to
integrate more complicated relationship learning (i.e., clinical
scores’ relational information) in a multitask learning frame-
work rather than single and naive machine learning for feature
selection.

Since we currently only focus on the ROI features, it is help-
ful to integrate the visual features using the state-of-the-arts
computer vision techniques as well. Different feature extrac-
tion algorithms shall discover different characteristics of the
AD/MCI subjects. In addition, we can uncover the sharing and
common information among different features to facilitate the
diagnosis and prognosis for the clinical doctors.

VI. CONCLUSION

In this paper, a discriminative sparse learning framework
with multirelation regularization is designed for feature selec-
tion. We devise new regularization terms that consider rela-
tional information inherent in the observations for regression
and classification. A novel objective function considering
two new regularization terms and discriminative learning is
also developed to jointly discover the internal relationship
for AD/MCI classification. In our extensive experiments on
the ADNI dataset, we demonstrate the effectiveness of the
proposed method by comparing with the state-of-the-art meth-
ods for both clinical scores prediction and clinical label iden-
tification. The achieved promising results via utilization of the
discriminative learning and devised relational regularization
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terms indicate that it will be beneficial for computer-aided
AD diagnosis.

APPENDIX
CONVERGENCE ANALYSIS

In order to prove the convergence of Algorithm 1, we first
define the following lemma.
Lemma 1: For any invertible matrices G and its updated
matrix G, the following inequality holds:
~1 1 s/~ 1 1
Tr(G)? — ETr(GG%) < Tr(G)? — 5Tr<GGZ> (20)

Proof: Obviously, (|Gl — [Gll,)> <0

(IGl> = |G],)* < 0= 21GI,|G], - |G| < 1612

@1
= 6l 1GI12

G — 22
1612 = 31, =612~ 3161, (22)

-~ HGH IGI
G|, - 2|l <T - 2 23
T r(” I2 2||G||> 29

~1 1 ~ 1 1 1 1

:Tr<G2> — ETr(GGQ) < Tr<G2> — ETr<GGZ). 24)

Here, we need to prove that objective values in (8) and
Algorithm 1 will decrease in each iteration and a gobal
optimal solution will be obtained after convergence. Let
Y = Y + B ©P, and the loss function in rth iteration is
denoted as: [ = Tr((Y — XW)" (Y—XW)), W is the updated
W in each iteration./tD = Tr(Y — XW) (¥ — XW)), it
is obvious that, [/tD < [0, Algorithm 1 decreases the
objective value in the objective function in each iteration
and reaches the convergence. Based on Lemma 1, it is
easy to prove that loss function is monotonically decreased,
namely

Tr((¥ = XW)" (¥ = XW)) = T((¥ = XW)" (¥ - xW)).
(25)

Based on Algorithm 1, proof in Lemma 1, smoothness
property and definition of Ly, Ly, we can have

1 4 Te( WL W) 4 2T (WL W)
<10 4 AlTr<WTLfW> + AzTr<WTLsW). (26)

For the nonsmooth convex form /> 1 norm, it is obvious that

~ ~ (r)
(D 1T (WL W) <1 +ATr<WTLDW> 27)
d w3 Iwill3
= (1wl = Y o) < 3 (il - —2
; 2 §2||Wi||2 N\ Z2|| will2
(28)

F F

=3 (Illa = 5T Low) = 3 (Iwilly — wi™Lows)
i=1 i=1
29)
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Iwill3 lwills
=104y = 17+ 1
; 2[[will2 Z 2[lwill2
(30)
(1wl
=1 40 ) | s = Wil + 1l
= \2Iwill>
(r) ”%
<174 x Z — llwillo+lIwill, 31)
2|| ill2
which completes the proof. |

According to the above equations, it is evident that the
algorithm monotonically decreases and therefore eventually
converges. Since the objective function is convex, a globally
optimal solution will be obtained.

When yV is fixed, we can solve the subproblem
minp=o /(W, P) to obtain the optimal "+, Considering the
convexity of this problem, we can derive that

(W, P) < (W, P). (32)

Consequently, Algorithm 1 monotonically decreases the
objective function in each iteration to get Pj

P;; = max(B;;T;;, 0). (33)
As a result, we can obtain P by
P=max(BOT,0). (34)
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